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Continuous Integration (CI) is a best practice in the software 
community. Often though, there are several ideas about the 
meaning of continuous integration. With this uncertainty of 
definition often comes a loss of benefit to the practice. It is good to 
stop and reflect on how and why CI has been (and still is) 
practiced in software community. So, presented here is a historical 
perspective of CI along with associated practices, anti-patterns, 
and benefits. A subsequent presentation will discuss the workflows 
and controversy that had arised as CI has “changed” with time, 
especially in regards to feature-branch development.
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Continuous Integration !
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A COMMON REFRAIN OFTEN HEARD

“We do continuous integration! 
We use [insert your favorite CI software name] …. ” 

And …….
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A COMMON REFRAIN OFTEN HEARD

“We do continuous integration! 
We use [insert your favorite CI software name] …. ” 

“….. and it automatically runs ‘builds and tests’ 
when we make a commit (or a pull request).”

Part of the problem ….. quotes
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“Continuous Integration, in its simplest form, 
involves a tool that monitors your version control 
system for changes.”

- Jenkins: The Definitive Guide: 
Continuous Integration for the Masses

“The concept of continuous integration means 
automating the overall deployment process for an 
application after a code has been committed. It helps in 
reducing bugs in the deployment process.”

- ‘Continuous Integration: Its History and Benefits’ 
by Soumyajit Basu

Perplexed …….
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“Continuous Integration, in its simplest form, 
involves a tool that monitors your version control 
system for changes.”

- Jenkins: The Definitive Guide: 
Continuous Integration for the Masses

“The concept of continuous integration means 
automating the overall deployment process for an 
application after a code has been committed. It helps in 
reducing bugs in the deployment process.”

- ‘Continuous Integration: Its History and Benefits’ 
by Soumyajit Basu

Ci history …
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A Continuous Integration History: 
Why Should We Care?

“Something else in software that we are 
particularly bad at, we have a weak sense 
of HISTORY.”

- Kevlin Henney ‘Old Is The New New ’, 
GOTO Conference 2018 video on YouTube

And Fowler
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A Continuous Integration History: 
Why Should We Care?

“SEMANTIC DIFFUSION occurs when you have a word that is 
coined by a person or group, often with a pretty good 
definition, but then gets spread through the wider community 
in a way that weakens that definition. This weakening risks 
losing the definition entirely - and with it any usefulness to 
the term.”

- Martin Fowler ‘Semantic Diffusion’ 
https://martinfowler.com/bliki/SemanticDiffusion.html

“Something else in software that we are 
particularly bad at, we have a weak sense 
of HISTORY.”

- Kevlin Henney ‘Old Is The New New’,
GOTO Conference 2018 video on YouTube

And caution p.s.
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A Continuous Integration History: 
Why Should We Care?

“SEMANTIC DIFFUSION occurs when you have a word that is 
coined by a person or group, often with a pretty good 
definition, but then gets spread through the wider community 
in a way that weakens that definition. This weakening risks 
losing the definition entirely - and with it any usefulness to the 
term.”

- Martin Fowler ‘Semantic Diffusion’
https://martinfowler.com/bliki/SemanticDiffusion.html

P.S.
“Let's not forget there's a tricky balance between 
holding to a clear definition and dogmatism.”

- Martin Fowler ‘Semantic Diffusion’

“Something else in software that we are 
particularly bad at, we have a weak sense of 
HISTORY.”

- Kevlin Henney ‘Old Is The New New’,
GOTO Conference 2018 video on YouTube

CI is ……
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Continuous Integration! – You Keep Using Those Words …

CONTINUOUS INTEGRATION (CI) is
• A PRACTICE, not a software tool;

• An ATTITUDE as much as a practice; 

• As much about what happens BEFORE a 
commit, as during and after a commit.

Not the focus
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Continuous Integration: Not The Focus Here

PLEASE NOTE, that this presentation will NOT address the last 10 
years worth of new software development tools and accompanying 
integration practices.
Such As:
• Tools (“CI” Software Automation Servers, Distributed Version Control 

Systems (DVCS))
• Git, GitHub, Feature-Branches, GitFlow, and Pull-Requests

Because of Its Importance, and I Want To Do It Justice:
THIS TOPIC WILL BE REPORTED ON SUBSEQUENTLY AT A LATER DATE.

Focus will be
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Continuous Integration: The Focus (For The Most Part)

WILL BE ON:
• Advances in Software Integration Leading Up to CI
• One Lineage of “Historical” CI
• Some Controversy

Integration Outline
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Historical Background: Major Steps Forward on Integration

(1980s) Microsoft famed practice of “daily builds” (Cusumano and Selby 1995).

(1990s) First published use of the term “Continuous Integration” (Booch 1991).

(1990s) “Integrate and test several times a day”. First publication of XP. (Beck 1998).

(1990s) Embracing Change with XP paper. CI included as one of the practices for XP. (Beck 1999).

(1990s) Extreme Programming Explained book (seminal). Describes CI (Beck 2000).

(2000s) Continuous Integration paper (classic). Outlines practices of CI (Fowler 2000 & 2006).

(2007s) Continuous Integration book (definitive). (Duvall 2007).

(2010  ) Continuous Delivery book (definitive). (Humble & Farley 2010).

Integration definition
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Software Integration

“INTEGRATING a software project means taking the 
components of the software as written so far, compiling 
them together and running the tests (the regression suite).” 

– Bertrand Meyer (2014)

Meyer is a software engineer who invented Design by Contract and was one of the earliest 
proponents of object-oriented programming. See https://en.wikipedia.org/wiki/Bertrand_Meyer.

Two types … phased ….



2/8/2019 |   17Los Alamos National Laboratory

Phased Integration (McConnell, 2004)

Start to integrate and test the entire system, 
end to end,  

late in the scheduled release date.
(or just before the scheduled release date)

Sometimes called, “Big Bang” Integration

Several Defined Phases:
1. To Design, Code, and Test Each Component
2. To Take the Components and Combine Them Into One Large System
3. To Test (and Debug) the Whole System

Int Hell
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Integration Hell

Phone line Photo by G. Crescoli on Unsplash

Often the Resultant
Of A 

‘Big Bang’ Integration

Incremental int

https://unsplash.com/photos/CB87Yo2Qd2w?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/collections/719/people?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Incremental Integration (McConnell, 2004)
Spreading the Pain of Integration Across the Project

INCREMENTAL INTEGRATION PROVIDES FASTER FEEDBACK

 The increments can be small pieces of 
functionality in either classes or components that 
are developed and tested alone.

 Then incrementally, integrated and tested back in 
pieces to the full system, sooner than later.

Some of the Benefits:
• Errors are easier to locate
• The system succeeds early in the project
• You get improved progress monitoring
• Improve customer relations
• The units of the system are tested more fully
• And you can build the system on a shorter 

development schedule

CI definition



2/8/2019 |   20Los Alamos National Laboratory

“Daily Builds” Microsoft 1980s (Cusamano and Selby, 1995)
Spreading the Pain of Integration Across the Project

DAILY BUILDS REDUCE RISKS FOR THE FULL SYSTEM.

• Stop all source commits to main at the end of day
• Run a build of integrated source
• Execute “Quick-Tests”
Quick-Tests cover a judicious, yet significant, set of
end-to-end tests. Sometimes called, “Smoke-Tests”.

Some of the Benefits:
• It minimizes integration risk
• It reduces the risk of low quality
• It supports easier defect diagnosis
• It improves morale

Things Of Note:
• Daily synchronization cadence
• Suite of Quick-Tests
• Quick-Tests could be used by 

developers all during the 
development phase. 

• Any issues fixed immediately
• faster feedback
• Commit to mainline code 

repository
“Daily Build and Smoke-Tests”
(McConnell, 2004) Code Complete
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Continuous Integration (CI) : A Definition

“CONTINUOUS INTEGRATION is a software development 
practice where members of a team integrate their work 
frequently, usually each person integrates at least daily –
leading to multiple integrations per day. Each Integration 
is verified by a ‘build’ (including tests) to detect 
integration errors as quickly as possible.”

– Fowler and Foemmel (2000, 2006)

Note: From now on in this presentation the term
“Build”  will mean to ‘build and test’.

• INTEGRATE FREQUENTLY
• BY EACH MEMBER (AT LEAST DAILY)
• EACH INTEGRATION VERIFIED BY A “BUILD”

Side Note: Perhaps A More Apt Name, “Continual Integration”

CI Quantifying
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Starting to Quantify CI

WITH THESE PUBLICATIONS:
• Extreme Programming (XP) – Beck (1998,1999,2000)
• Continuous Integration Paper – Fowler and Foemmel (2000, 2006)

Beck and Fowler started to Quantify CI.

“WE ARE USING THE TERM CONTINUOUS INTEGRATION, A TERM USED
AS ONE OF THE PRACTICES OF XP (EXTREME PROGRAMMING). 
HOWEVER WE RECOGNIZE THAT THE PRACTICE HAS BEEN AROUND FOR
A LONG TIME AND IS USED BY PLENTY OF FOLKS THAT WOULD NEVER
CONSIDER XP FOR THEIR WORK.”

– Fowler and Foemmel (2000)

CI Practices
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Practices of Continuous Integration 
(Fowler and Foemmel, 2006)

• Maintain a Single Source Repository 
• Automate The Build 
• Make Your Build Self-Testing 
• Everyone Commits to the Head Every Day 
• Every Commit Should Build the Head on a 

CI Machine
• Keep The Build Fast (Ten-Minute Builds) 
• Test In A Clone Of The Production 

Environment 
• Make It Easy For Anyone To Get The Latest 

Executable 
• Everyone Can See What's Happening 
• Automate Deployment 

You DO NOT Have To Start With All Of These 

(MCATK 2008)

Practice to talk on more later.
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Practices of Continuous Integration 
(Fowler and Foemmel, 2006)

• Maintain a Single Source Repository 
• Automate The Build 
• Make Your Build Self-Testing 
• Everyone Commits to the Head Every Day 
• Every Commit Should Build the Head on a 

CI Machine
• Keep The Build Fast (Ten-Minute Builds) 
• Test In A Clone Of The Production 

Environment 
• Make It Easy For Anyone To Get The Latest 

Executable 
• Everyone Can See What's Happening 
• Automate Deployment 

You DO NOT Have To Start With All Of These 

(MCATK 2008)

Anti-Patterns
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Anti-Patterns (Duvall, 2007b and 2008)

1. Infrequent Check-Ins
2. Broken Builds
3. Minimal Feedback
4. Receiving Spam Feedback
5. Slow Machine
6. Bloated Build
7. Bottleneck Commits
8. Continuous Ignorance
9. Scheduled Builds
10. Works On My Machine
11. IDE-Only Build
12. Myopic Environment
13. Polluted Environment

Also see “Forces Affecting Continuous Integration” (Shore, 2008)

CI Benefits besides Incremental
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Continuous Integration Benefits
Again: Spreading the Pain of Integration Across the Project

• Reduces Risks to Integration and the Overall Project
• Increases Visibility and Communication of Code Changes Between 

Developers
• Establishes Greater Confidence in the Software Product for Developers, 

Managers, and Users
• Increases Product Visibility for Decisions and Trends
• Generates Deployable Software at any Time, any Place, and Frequently
• Reduces Repetitive Manual Processes
• Helps the Human Factor with Natural Breaks, Increased Confidence and 

Morale

INTEGRATE OFTEN
KEEP BATCH SIZE SMALL
BE PREPARED TO DEPLOY

CI practice two contentous ideas.
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“Everyone Commits to the Head Every Day” 

TWO CONTENTIOUS IDEAS:

1. Daily Commits (at Least)

2. Commit Directly to the Head (Trunk-Based Development)

Future Presentations On: 
Trunk-Based Development (TBD) and Feature-Branch Development (FBD) 

CI practice every day commit
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Continuous Integration : Daily Integration 
Something to Remember

“It is not always practical to integrate all of the code all the 
time. How often you integrate and test depends on what it 
takes to find defects… The proof that you integrating 
frequently enough lies in your ability to integrate rapidly at 
any time without finding defects.”

- Poppendieck (2010)

Integration Cadences:
• Every Few Minutes
• Every Few Hours
• Every Day
• Every Iteration
• Every Deployment
• After Deployment

The Question: What is a Good Frequency of Integration?

CI practice TBD ….
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Continuous Integration: 
Trunk-Based Development (TBD)

Yes ….
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Continuous Integration: 
Trunk-Based Development (TBD)

YES, IT IS STILL A THING

No it is not …
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YES, IT IS STILL A THING

AND NO, THEY ARE NOT

Continuous Integration: 
Trunk-Based Development (TBD)

TBD webpage
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TrunkBasedDevelopment.com (Paul Hammant)

DORA DevOps
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DORAs State DevOps Reports (2014-2018) and Accelerate

Accelerate
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DORAs State DevOps Reports (2014-2018) and Accelerate

DORA Findings
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“….. uncovered 24 key capabilities that drive improvements in software 
delivery performance” (Forsgren et al., Accelerate, p. xix)

Two were CI and TBD

Continuous Integration: 
Trunk-Based Development (TBD)

DORA findings 2016 three things
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“….. uncovered 24 key capabilities that drive improvements in software 
delivery performance” (Forsgren et al., Accelerate, p. xix)

Two were CI and TBD

(2016) THESE PRACTICES CONTRIBUTE TO HIGHER SOFTWARE DELIVERY PERFORMANCE:
• Merging Code into Trunk on a Daily Basis
• Having Branches or Forks that are Short Lived (Less than a Day)
• Having Fewer than Three Active Branches

Continuous Integration: 
Trunk-Based Development (TBD)

DORA more findings
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Continuous Integration: Trunk-Based Development (TBD)

“….. uncovered 24 key capabilities that drive improvements in software 
delivery performance” (Forsgren et al., Accelerate, p. xix)

Two were CI and TBD

(2016) THESE PRACTICES CONTRIBUTE TO HIGHER SOFTWARE DELIVERY PERFORMANCE:
• Merging Code into Trunk on a Daily Basis
• Having Branches or Forks that are Short Lived (Less than a Day)
• Having Fewer than Three Active Branches

(2017) THEY INVESTIGATED BRANCH LIFETIMES AND FOUND:
• High Performers had the Shortest Integration Times and Branch Lifetimes, with 

Branch Life and Integration Typically Lasting Hours.
• Low Performers have the Longest Integration Times and Branch Lifetimes, with 

Branch Life and Integration Typically Lasting Days.
• The Differences were Statistically Significant.

Who is using?
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A Few Users of Continuous Integration (or Delivery)

• IBM
• Microsoft
• Google
• Facebook
• Amazon
• Etsy
• Target
• Walmart
• Norstorms
• Fidelity Investments

• Intel
• Kitware
• Flickr
• LinkedIn
• Netflix
• Tesla
• Adobe
• Airbnb
• Capital One

For several, if not most, of these companies like Google and FaceBook, to 
name a few, Trunk-Based Development is the norm.

Meyers quotes



2/8/2019 |   39Los Alamos National Laboratory

Bertrand Meyer 
Agile! The Good, the Hype, and the Ugly

Out of all the XP practices, he considers Test-First
and CI as the most lasting technical contributions 
to the software development industry and 
community. 

Meyer, also, includes CI under the Brilliant
category of his Ugly, Hyped, and Good 
categories of Agile.

challenge
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Challenge To You

Analyze Your Process;
Find Ways to Improve It; 

And in Doing so, 
Strongly Consider Adding 

Continuous Integration Ideas and Practices

princess bride quote



I have told you the truth,
and it’s up to you to live with it.

– inspired by Yeste of The Princess Bride
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Questions or Comments?

References and mcatk ci process
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This Appendix is included to document 
the Monte Carlo Application ToolKit’s 

(MCATK) 
CI Practices and Process.



Continuous Integration: Simplest Form (Shore 2006 & 2009)
Basis of the MCATK CI process.
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Checklist
 Integration Machine. (Find an Old Development Computer)
 Get a Token (Sock Monkey, Rubber Chicken, or pick your own)
 Procure a Desk Bell
 Automate the Build (at the least, a ONE button builds)
 Drink the “Kool-Aid”
 Launch



Continuous Integration: Simplest Form (Shore 2006 & 2009)
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Checklist
 Integration Machine. (Find an Old Development Computer)
 Get a Token (Sock Monkey, Rubber Chicken, or pick your own)
 Procure a Desk Bell
 Automate the Build (at the least, a ONE button builds)
 Drink the “Kool-Aid”
 Launch

Steps
1. Build from clean local sandbox with 100% pass
2. Update sandbox from latest from Repo
3. Repeat Step 1.
4. Take the Token and/or Announce your intent to commit code.
5. Check-in code
6. Use integration machine to do a clean checkout and build with 100% pass.
7. Ring the bell; you are done!



Please Keep In Mind, As Part of the MCATK CI, …..
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As your read the upcoming process outline, that it does not reflect 
that the MCATK Team also practiced:

 Self-Testing “Build”
 Run A Private “Build” 
 Ten-Minute “Build”
 Working in Small Chunks & Durations 
 Commits Every Day (if not several times a day) 
 Used a Clone Production Environment Upon Commit;

With a Clean, New Checkout and “Build”.

Being a small team in a bullpen for co-location, and using “The 
One Button” and “Ten-Minute Builds” CI practices help make the 
following process doable.



Initial MCATK CI (from MCATK’s TeamForge Wiki July 2008)
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PROCESS FOR CONTINUOUS INTEGRATION

1) Build & Test Local "Sandbox" 
• make clean 
• make all/run tests (multi-compilers) 
• 100% NO errors (or warnings) 
2) Update Local "Sandbox" With Head 
• svn update 
• Repeat step 1). 
3) Communicate Intention Of Integration 
• Verbally and/or with a CI Token (“Chucklehead”) 
• Brief code "freeze" 
4) Commit Your Code 
• svn ci -m "Really well tested and communicative code" 
5) Go To CI Machine & Build, from SCRATCH, the Head 
• svn co repository head 
• make all/run tests 
• If build fails 

– Evaluate Problem: 
• If a quick-fix then FIX-IT in your own local sandbox and Start Over at 1) 
• Else If NOT a quick-fix then UNDO Commit to SVN 
• Communicate your DONE 
• Start Over at step 1) 

• 100% NO Errors or Warnings! 
6) COMMUNICATE YOUR DONE BY PUTTING Sockmonkey Back in His Place!!

“Chucklehead” The Sockmonkey
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